
AS ARTIFICIAL INTELLIGENCE reshapes society, our traditional safety nets and ethical frameworks are being 
put to the test. How can we make sure that AI remains a force for good? � Here we bring you three fresh 
visions for safer AI. In the first essay, security expert Bruce Schneier and data scientist Nathan E. 
Sanders explore how AI’s “weird” error patterns create a need for innovative security measures that go 
beyond methods honed on human mistakes. Dariusz Jemielniak, an authority on Internet culture and technology, 
argues that the classic robot ethics embodied in Isaac Asimov’s famous rules of robotics need an update 
to counterbalance AI deception and a world of deepfakes. And in the final essay, the AI researchers Edmon 
Begoli and Amir Sadovnik suggest taking a page from the search for intelligent life in the stars; they 
propose rigorous standards for detecting the possible emergence of human-level AI intelligence. As AI 
advances with breakneck speed, these cross-disciplinary strategies may help us keep our hands on the reins.→
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the current crop of AI models—particu-
larly LLMs—make mistakes differently.

AI errors come at seemingly random 
times, without any clustering around par-
ticular topics. The mistakes tend to be 
more evenly distributed through the 
knowledge space; an LLM might be 
equally likely to make a mistake on a cal-
culus question as it is to propose that 
cabbages eat goats. And AI mistakes aren’t 
accompanied by ignorance. An LLM will 
be just as confident when saying some-
thing completely and obviously wrong as 
it will be when saying something true. 

The inconsistency of LLMs makes it 
hard to trust their reasoning in complex, 
multistep problems. If you want to use 
an AI model to help with a business prob-
lem, it’s not enough to check that it 
understands what factors make a prod-
uct profitable; you need to be sure it 
won’t forget what money is.

THIS SITUATION INDICATES two pos-
sible areas of research: engineering LLMs 
to make mistakes that are more human-
like, and building new mistake-correcting 
systems that deal with the specific sorts 
of mistakes that LLMs tend to make.

We already have some tools to lead 
LLMs to act more like humans. Many of 
these arise from the field of “alignment” 
research, which aims to make models act 
in accordance with the goals of their 
human developers. One example is the 
technique that was arguably responsible 
for the breakthrough success of 
ChatGPT: reinforcement learning with 
human feedback. In this method, an AI 
model is rewarded for producing 
responses that get a thumbs-up from 

HUMANS MAKE MISTAKES all the time. All of 
us do, every day, in tasks both new and 
routine. Some of our mistakes are minor, 
and some are catastrophic. Mistakes can 
break trust with our friends, lose the 
confidence of our bosses, and sometimes 
be the difference between life and death.

Over the millennia, we have created security systems to deal with the 
sorts of mistakes humans commonly make. These days, casinos rotate 
their dealers regularly, because they make mistakes if they do the same 
task for too long. Hospital personnel write on patients’ limbs before sur-
gery so that doctors operate on the correct body part, and they count 
surgical instruments to make sure none are left inside the body. From 
copyediting to double-entry bookkeeping to appellate courts, we humans 
have gotten really good at preventing and correcting human mistakes.

Humanity is now rapidly integrating a wholly different kind of mistake-
maker into society: AI. Technologies like large language models (LLMs) 
can perform many cognitive tasks traditionally fulfilled by humans, but 
they make plenty of mistakes. You may have heard about chatbots telling 
people to eat rocks or add glue to pizza. What differentiates AI systems’ 
mistakes from human mistakes is their weirdness. That is, AI systems do 
not make mistakes in the same ways that humans do.

Much of the risk associated with our use of AI arises from that differ-
ence. We need to invent new security systems that adapt to these differ-
ences and prevent harm from AI mistakes.

I
IT’S FAIRLY EASY to guess when and where humans 
will make mistakes. Human errors tend to come at the edges 
of someone’s knowledge: Most of us would make mistakes 
solving calculus problems. We expect human mistakes to 
be clustered: A single calculus mistake is likely to be accom-
panied by others. We expect mistakes to wax and wane 

depending on factors such as fatigue and distraction. And mistakes are 
typically accompanied by ignorance: Someone who makes calculus mistakes 
is also likely to respond “I don’t know” to calculus-related questions.

To the extent that AI systems make these humanlike mistakes, we can 
bring all of our mistake-correcting systems to bear on their output. But 

WE NEED NEW SECURITY SYSTEMS DESIGNED 
TO DEAL WITH THEIR WEIRDNESS

AI Mistakes Are
Very Different from
Human Mistakes

Bruce Schneier 
& Nathan E. Sanders
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human evaluators. Similar approaches 
could be used to induce AI systems to 
make humanlike mistakes, particularly 
by penalizing them more for mistakes 
that are less intelligible.

When it comes to catching AI mis-
takes, some of the systems that we use to 
prevent human mistakes will help. To an 
extent, forcing LLMs to double-check 
their own work can help prevent errors. 
But LLMs can also confabulate seem-
ingly plausible yet truly ridiculous expla-
nations for their flights from reason.

Other mistake-mitigation systems for 
AI are unlike anything we use for humans. 
Because machines can’t get fatigued or 
frustrated, it can help to ask an LLM the 
same question repeatedly in slightly differ-
ent ways and then synthesize its responses. 
Humans won’t put up with that kind of 
annoying repetition, but machines will.

R
RESEARCHERS ARE still 
struggling to understand 
where LLM mistakes 
diverge from human 
ones. Some of the weird-
ness of AI is actually 

more humanlike than it first appears. 

Small changes to a query to an LLM can result in wildly different responses, 
a problem known as prompt sensitivity. But, as any survey researcher can 
tell you, humans behave this way, too. The phrasing of a question in an 
opinion poll can have drastic impacts on the answers.

LLMs also seem to have a bias toward repeating the words that were 
most common in their training data—for example, guessing familiar place 
names like “America” even when asked about more exotic locations. Per-
haps this is an example of the human “availability heuristic” manifesting 
in LLMs; like humans, the machines spit out the first thing that comes to 
mind rather than reasoning through the question. Also like humans, per-
haps, some LLMs seem to get distracted in the middle of long documents; 
they remember more facts from the beginning and end. 

In some cases, what’s bizarre about LLMs is that they act more like 
humans than we think they should. Some researchers have tested the hypoth-
esis that LLMs perform better when offered a cash reward or threatened 
with death. It also turns out that some of the best ways to “jailbreak” LLMs 
(getting them to disobey their creators’ explicit instructions) look a lot like 
the kinds of social-engineering tricks that humans use on each other—
for example, pretending to be someone else or saying that the request is just 
a joke. But other effective jailbreaking techniques are things no human would 
ever fall for. One group found that if they used ASCII art (constructions of 
symbols that look like words or pictures) to pose dangerous questions, like 
how to build a bomb, the LLM would answer them willingly.

Humans may occasionally make seemingly random, incomprehensible, 
and inconsistent mistakes, but such occurrences are rare and often indicative 
of more serious problems. We also tend not to put people exhibiting these 
behaviors in decision-making positions. Likewise, we should confine AI 
decision-making systems to applications that suit their actual abilities—while 
keeping the potential ramifications of their mistakes firmly in mind.  
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FIRST LAW: A robot may not injure a 
human being or, through inaction, allow 
a human being to come to harm.

SECOND LAW: A robot must obey the 
orders given it by human beings except 
where such orders would conflict with 
the First Law.

THIRD LAW: A robot must protect its 
own existence as long as such protection 
does not conflict with the First or Second 
Law.

While drawn from works of fiction, 
these laws have shaped discussions of 
robot ethics for decades. And as AI sys-
tems—which can be considered virtual 
robots—have become more sophisti-
cated and pervasive, some technologists 
have found Asimov’s framework useful 
for considering the potential safeguards 
needed for AI that interacts with humans.

But the existing three laws are not 
enough. Today, we are entering an era of 
unprecedented human-AI collaboration 
that Asimov could hardly have envi-
sioned. The rapid advancement of gen-
erative AI, particularly in language and 
image generation, has created challenges 
beyond Asimov’s original concerns about 
physical harm and obedience.

T
THE PROLIFERATION 
of AI-enabled deception 
is particularly concern-
ing. According to the 
FBI’s most recent Inter-
net Crime Report, cyber-

crime involving digital manipulation and 
social engineering results in annual 
losses counted in the billions. The Euro-
pean Union Agency for Cybersecurity’s 
ENISA Threat Landscape 2023 high-
lighted deepfakes—synthetic media that 
appear genuine—as an emerging threat 
to digital identity and trust.

Social-media misinformation is a 
huge problem today. I studied it during 
the pandemic extensively and can say 
that the proliferation of generative AI 

tools has made its detection increasingly 
difficult. AI-generated propaganda is often 
just as persuasive as or even more persua-
sive than traditional propaganda, and bad 
actors can very easily use AI to create con-
vincing content. Deepfakes are on the rise 
everywhere. Botnets can use AI-generated 
text, speech, and video to create false per-
ceptions of widespread support for any 

political issue. Bots are now capable of making phone calls while imper-
sonating people, and AI scam calls imitating familiar voices are increas-
ingly common. Any day now, we can expect a boom in video-call scams 
based on AI-rendered overlay avatars, allowing scammers to impersonate 
loved ones and target the most vulnerable populations. 

Even more alarmingly, children and teenagers are forming emotional 
attachments to AI agents, and are sometimes unable to distinguish between 
interactions with real friends and bots online. Already, there have been 
suicides attributed to interactions with AI chatbots.

In his 2019 book Human Compatible (Viking), the eminent computer 
scientist Stuart Russell argues that AI systems’ ability to deceive humans 
represents a fundamental challenge to social trust. This concern is 
reflected in recent policy initiatives, most notably the European Union’s 
AI Act, which includes provisions requiring transparency in AI interactions 
and transparent disclosure of AI-generated content. In Asimov’s time, 
people couldn’t have imagined the countless ways in which artificial agents 
could use online communication tools and avatars to deceive humans.

Therefore, we must make an addition to Asimov’s laws.

FOURTH LAW: A robot or AI must not deceive a human being by imper-
sonating a human being.

W
WE NEED CLEAR BOUNDARIES. While human-AI col-
laboration can be constructive, AI deception undermines 
trust and leads to wasted time, emotional distress, and 
misuse of resources. Artificial agents must identify them-
selves to ensure our interactions with them are transpar-
ent and productive. AI-generated content should be 

clearly marked unless it has been significantly edited and adapted by a 
human.

Implementation of this Fourth Law would require

• mandatory AI disclosure in direct interactions,
• clear labeling of AI-generated content,
• technical standards for AI identification,
• legal frameworks for enforcement, and
• educational initiatives to improve AI literacy.

Of course, all this is easier said than done. Enormous research efforts 
are already underway to find reliable ways to watermark or detect 
AI-generated text, audio, images, and videos. But creating the transparency 
I’m calling for is far from a solved problem.

The future of human-AI collaboration depends on maintaining clear 
distinctions between human and artificial agents. As noted in the IEEE 
report Ethically Aligned Design, transparency in AI systems is fundamental 
to building public trust and ensuring the responsible development of arti-
ficial intelligence.

Asimov’s complex stories showed that even robots that tried to follow 
the rules often discovered there were unintended consequences to their 
actions. Still, having AI systems that are at least trying to follow Asimov’s 
ethical guidelines would be a very good start.  

IN 1942, the legendary science fiction 
author Isaac Asimov introduced his Three 
Laws of Robotics in his short story 
“Runaround.” The laws were later popularized 
in his seminal story collection I, Robot.
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serious effort to develop a standard defi-
nition of AGI, establish a SETI-like 
approach to detecting it, and devise ways 
to safely interact with it if it emerges.

T
THE CRUCIAL FIRST 
step is to define what 
exactly to look for. In 
SETI’s case, researchers 
decided to look for cer-
tain narrowband signals 

that would be distinct from other radio 
signals present in the cosmic back-
ground. These signals are considered 
intentional and only produced by intelli-
gent life. None have been found so far.

In the case of AGI, matters are far 
more complicated. Today, there is no 
clear definition of artificial general intel-
ligence. The term is hard to define because 
it contains other imprecise and contro-
versial terms. Although intelligence has 
been defined by the Oxford English Dic-
tionary as “the ability to acquire and 
apply knowledge and skills,” there is still 
much debate on which skills are involved 
and how they can be measured. The term 
general is also ambiguous. Does an AGI 
need to be able to do absolutely every-
thing a human can do? 

One of the first missions of a “SETI 
for AGI” project must be to clearly 
define the terms general and intelligence 
so the research community can speak 
about them concretely and consistently. 
These definitions need to be grounded 
in disciplines such as computer science, 
measurement science, neuroscience, 
psychology, mathematics, engineering, 
and philosophy.

There’s also the crucial question of 

THE SETI INSTITUTE’S APPROACH HAS LESSONS FOR 
RESEARCH ON ARTIFICIAL GENERAL INTELLIGENCE

What Can AI
Researchers Learn
from Alien Hunters?

Edmon Begoli 
& Amir Sadovnik

THE EMERGENCE OF artificial general 
intelligence (systems that can perform 
any intellectual task a human can) could 
be the most important event in human 
history. Yet AGI remains an elusive and 
controversial concept. We lack a clear 
definition of what it is, we don’t know 
how to detect it, and we don’t know how 
to interact with it if it finally emerges.

What we do know is that today’s approaches to studying AGI are not 
nearly rigorous enough. Companies like OpenAI are actively striving to 
create AGI, but they include research on AGI’s social dimensions and 
safety issues only as their corporate leaders see fit. And academic insti-
tutions don’t have the resources for significant efforts.

We need a structured scientific approach to prepare for AGI. A 
useful model comes from an unexpected field: the search for extrater-
restrial intelligence, or SETI. We believe that the SETI Institute’s work 
provides a rigorous framework for detecting and interpreting signs of 
intelligent life. 

The idea behind SETI goes back to the beginning of the space age. In 
their 1959 Nature paper, the physicists Giuseppe Cocconi and Philip 
Morrison suggested ways to search for interstellar communication. Given 
the uncertainty of extraterrestrial civilizations’ existence and sophisti-
cation, they theorized about how we should best “listen” for messages 
from alien societies. 
We argue for a similar approach to studying AGI, in all its uncertainties. 
The last few years have shown a vast leap in AI capabilities. The large 
language models (LLMs) that power chatbots like ChatGPT and enable 
them to converse convincingly with humans have renewed the discussion 
of AGI. One notable 2023 preprint even argued that ChatGPT shows 
“sparks” of AGI, and today’s most cutting-edge language models are 
capable of sophisticated reasoning and outperform humans in 
many evaluations.

While these claims are intriguing, there are reasons to be skeptical. In 
fact, a large group of scientists have argued that the current set of tools 
won’t bring us any closer to true AGI. But given the risks associated with 
AGI, if there is even a small likelihood of it occurring, we must make a 

ASTROBIOLOGY
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whether a true AGI must include con-
sciousness and self-awareness. These 
terms also have multiple definitions, and 
the relationships between them and 
intelligence must be clarified. Although 
it’s generally thought that consciousness 
isn’t necessary for intelligence, it’s often 
intertwined with discussions of AGI 
because creating a self-aware machine 
would have many philosophical, societal, 
and legal implications.

N
NEXT COMES the task of 
measurement. In the case 
of SETI, if a candidate 
narrowband signal is 
detected, an expert group 
will verify that it is indeed 

from an extraterrestrial source. They’ll use 
established criteria—for example, looking 
at the signal type and checking for repeti-
tion—and conduct assessments at multi-
ple facilities for additional validation.

How to best measure computer intelligence has been a long-standing 
question in the field. In a famous 1950 paper, Alan Turing proposed the 
“imitation game,” more widely known as the Turing Test, which assesses 
whether human interlocutors can distinguish if they are chatting with a 
human or a machine. Although the Turing Test was useful in the past, the 
rise of LLMs has made clear that it isn’t a complete enough test to measure 
intelligence. As Turing himself noted, the relationship between imitating 
language and thinking is still an open question. 

Future appraisals must be directed at different dimensions of intelli-
gence. Although measures of human intelligence are controversial, IQ 
tests can provide an initial baseline to assess one dimension. In addition, 
cognitive tests on topics such as creative problem-solving, rapid learning 
and adaptation, reasoning, and goal-directed behavior would be required 
to assess general intelligence.

But it’s important to remember that these cognitive tests were designed 
for humans and might contain assumptions that might not apply to com-
puters, even those with AGI abilities. For example, depending on how it’s 
trained, a machine may score very high on an IQ test but remain unable 
to solve much simpler tasks. In addition, an AI may have new abilities that 
aren’t measurable by our traditional tests. There's a clear need to design 
novel evaluations that can alert us when meaningful progress is made 
toward AGI.

I
IF WE DEVELOP AGI, 
we  must be prepared to 
answer questions such as: 
Is the new form of intelli-
gence a new form of life? 
What kinds of rights does it 

have? What are the potential safety con-
cerns, and what is our approach to contain-
ing the AGI entity?

Here, too, SETI provides inspiration. 
SETI’s postdetection protocols emphasize 
validation, transparency, and international 
cooperation, with the goal of maximizing 
the credibility of the process, minimizing 
sensationalism, and bringing structure to 
such a profound event. Likewise, we need 
internationally recognized AGI protocols to 
bring transparency to the entire process, 
apply safety-related best practices, and 
begin the discussion of ethical, social, and 
philosophical concerns.

We readily acknowledge that the SETI 
analogy can go only so far. If AGI emerges, 
it will be a human-made phenomenon. We 
will likely gradually engineer AGI and see it 
slowly emerge, so detection might be a pro-
cess that takes place over a period of years, 
if not decades. In contrast, the existence of 
extraterrestrial life is something that we 
have no control over, and contact could 
happen very suddenly.

The consequences of a true AGI are 
entirely unpredictable. To best prepare, we 
need a methodical approach to defining, 
detecting, and interacting with AGI, which 
could be the most important development 
in human history.  

APRIL 2025  SPECTRUM.IEEE.ORG  45Authorized licensed use limited to: Harvard University SEAS. Downloaded on April 21,2025 at 17:52:50 UTC from IEEE Xplore.  Restrictions apply. 


